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e CONVOLUTIONAL NEURAL NETWORKS
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_ DEEP LEARNING 2

Deep learning algorithms take many fornasur Over multiple iterations, the network discovers patterns in the data that can  Evaluation on FER+ dataset:

research group used a convolutional neural distinguish emotions. Convolutional layers identify structural features of the Classification Performance

network (CNN) to identify eight facial expressions images, which are integrated in fully connected layers. Training - |, 0 1.6 7
iIncluding neutral, happiness, surprise, sadness,

validation | C5.33

anger, disgust, fear, and C()ntempt N peOp|e from Input Convolutional layers Fully connected layers
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hope of enhancing Human Computer Interaction

(HCI), diagnhosing behavioral diseases, and etc.

m Accuracy (%)

Neutral Happiness Surprise Sadness Anger Disgust Fear Contempt
Neutral 90.27% 1.91% 1.48% 4.95% 1.13% 0.00% 0.26% 0.00%
Happiness 2.32% 94.47% 1.22% 1.22% 0.77% 0.00% 0.00% 0.00%
Surprise 6.64% 3.08% 86.97% 0.71% 1.18% 0.00% 1.42% 0.00%
Sadness 23.21% 1.67% 0.72% 67.94% 3.59% 0.48% 2.39% 0.00%
Anger 10.16% 3.28% 0.66% 2.30% 82.30% 0.66% 0.66% 0.00%
Disgust 10.53% 0.00% 5.26% 0.00% 57.89% 26.32% 0.00% 0.00%
Fear 4.35% 0.00% 29.35% 8.70% 5.43% 0.00% 52.17% 0.00%
Contempt 54.17% 0.00% 0.00% 12.50% 20.83% 4.17% 4.17% 4.17%

Confusion matrix
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The netwo_rk 1S tralned.usmg several thousa_nd different structure lets the OARS2Y UKS ySOU¢2N] | aanad
annotated images of different faces expressing network adapt to recognize every frame as happy or neutral with high
various emotions. images of varying type. accuracy.
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- - To evaluate the performance of our algorithm, we
We adopt from the statef-the-art CNN architecture VGG13, tweaking the oA - 9 S
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a g : structure of the network to better comply with our application. The output S . T
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dataset has 35887 images annotated with 8 emotion. To avoid overfitting, we interleave convolutional layers and fully g ag 9 -
emotions. connected layers with dropout layers. accuracy.
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